Calculation of conjugate heat transfer problem with volumetric heat generation using the Galerkin method
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Abstract

A mathematical model of fluid flow across a rod bundle with volumetric heat generation has been built. The rods are heated with volumetric internal heat generation. To construct the model, a volume average technique (VAT) has been applied to momentum and energy transport equations for a fluid and a solid phase to develop a specific form of porous media flow equations. The model equations have been solved with a semi-analytical Galerkin method. The detailed velocity and temperature fields in the fluid flow and the solid structure have been obtained. Using the solution fields, a whole-section drag coefficient $C_d$ and a whole-section Nusselt number $Nu$ have also been calculated. To validate the developed solution procedure, the results have been compared to the results of a finite volume method. The comparison shows an excellent agreement. The present results demonstrate that the selected Galerkin approach is capable of performing calculations of heat transfer in a cross-flow where thermal conductivity and internal heat generation in a solid structure has to be taken into account. Although the Galerkin method has limited applicability in complex geometries, its highly accurate solutions are an important benchmark on which other numerical results can be tested.
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Nomenclature

\( A_{jk} \) matrix of eigenvectors
\( A_0 \) interface area between the fluid and the solid phase in REV
\( A_\perp \) \( \mathbf{W} \cdot \mathbf{H} \), channel flow area
\( B_1 \) \( (S_3/S_1 - 2B_5)(1 + \xi^2 \exp(2\xi)) \)
\( B_2 \) \( B_1 \exp(2\xi) \)
\( B_3 \) \(-B_1 - B_2 \)
\( B_4 \) \(-2B_5 - B_1 \xi \exp(\xi) + B_2 \xi \exp(-\xi) \)
\( B_5 \) \( D_5/(2D_3) \)
\( c \) specific heat
\( C_d \) whole-section drag coefficient
\( C_h \) local drag coefficient
\( d \) rod diameter
\( d_h \) \( 4V_\ell/A_0 \), hydraulic diameter
\( D_1 \) \( F_1 \)
\( D_2 \) \( F_4 S_1/S_2 \)
\( D_3 \) \( F_5 S_1/S_2 + F_4 \)
\( D_4 \) \( F_1 S_1/S_2 \)
\( D_5 \) \( F_5 S_3/S_1 \)
\( F_1 \) \( (\xi \rho \xi \rho U \xi^2)/(\lambda L) \)
\( F_4 \) \( (\xi \rho \xi \rho^2)/H^2 \)
\( F_5 \) \( (H \xi N)/\lambda \)
\( G_1 \) \(-M_4/(K(1 + \exp(\xi))) \)
\( G_2 \) \(-G_1 - M_4/K \)
\( G_3 \) \( M_4/K \)
\( h \) heat transfer coefficient
\( H \) simulation domain height
\( I \) specific internal heat generation rate
\( J \) matrix of integrals
\( K \) \( M_3 \), linearized drag coefficient
\( L \) simulation domain length
\( M_2 \) \( (\xi \mu \xi \mu U)/(\rho U H^2) \)
\( M_3 \) \( (C_h d_h S)/2 \)
\( M_4 \) \( d_h/L \)
\( n \) number of used orthogonal functions
\( Nu \) Nusselt number
\( p \) pressure, pitch between rods
\( \Delta p \) whole-section pressure drop
\( Q \) heat flow
\( Re_h \) \( \rho \mu d_h/\mu \), Reynolds number
\( \text{RHS} \) right-hand side of an equation
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$A_0/V$, specific surface</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$(\alpha_s d_h^2)/H^2$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$(h d_h^2 S)/\lambda_s$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$(\alpha_s d_h^2 I)/(\lambda_s (T_g - T_{in}))$</td>
</tr>
<tr>
<td>$t_s$</td>
<td>$T_s - T_b$, solid-phase temperature residue</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_b$</td>
<td>solid phase temperature in absence of convection</td>
</tr>
<tr>
<td>$T_g$</td>
<td>temperature at the bottom, $z = 0$ position</td>
</tr>
<tr>
<td>$T_{in}$</td>
<td>temperature at the inflow, $x = 0$ position</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity in the streamwise direction</td>
</tr>
<tr>
<td>$U$</td>
<td>velocity scale</td>
</tr>
<tr>
<td>$V$</td>
<td>representative elementary volume (REV)</td>
</tr>
<tr>
<td>$W$</td>
<td>simulation domain width</td>
</tr>
<tr>
<td>$x$</td>
<td>streamwise coordinate</td>
</tr>
<tr>
<td>$X$</td>
<td>$x$-dependent part of the $t_s$</td>
</tr>
<tr>
<td>$y$</td>
<td>horizontal spanwise coordinate</td>
</tr>
<tr>
<td>$z$</td>
<td>vertical spanwise coordinate</td>
</tr>
<tr>
<td>$Z$</td>
<td>$z$-dependent part of the $t_s$</td>
</tr>
</tbody>
</table>

**Greek letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>volume fraction</td>
</tr>
<tr>
<td>$\beta$</td>
<td>eigenvalues</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi(2n - 1)/2$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\sqrt{K/M_2}$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>$\sqrt{D_3/D_2}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
</tbody>
</table>

**Subscripts/superscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>fluid phase</td>
</tr>
<tr>
<td>$i, j, k, m$</td>
<td>indeces</td>
</tr>
<tr>
<td>$s$</td>
<td>solid phase</td>
</tr>
<tr>
<td>$x$</td>
<td>in the streamwise $x$-direction</td>
</tr>
<tr>
<td>$y$</td>
<td>in the horizontal spanwise $y$-direction</td>
</tr>
<tr>
<td>$z$</td>
<td>in the vertical spanwise $z$-direction</td>
</tr>
</tbody>
</table>

**Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^\wedge$</td>
<td>dimensional variables</td>
</tr>
<tr>
<td>$[\ ]$</td>
<td>values averaged over the whole simulation domain</td>
</tr>
</tbody>
</table>
1. Introduction

Flows across a solid structure are found in a number of different industrial installations. Most often, the subject has been extensively studied for various heat transfer applications. In heat exchangers that are usually used in power generation and chemical industries, heat is transported from one fluid to the another. Due to a phase change or other chemical processes in working fluids, walls of an internal heat exchanger’s structure can be considered as isothermal (see [1–8]).

In the electronics industry, heat sinks submerged in air or water flow are used to cool electronic components (see, for example [9–14]). These heat exchangers consist mostly of a high conducting material. The conjugate nature of heat transfer between the flow and the structure complicates numerical calculations as well as experimental work [15].

In nuclear applications, an internal heat generation due to radioactive decay can be present. When nuclear fuel rods are cooled with gas or water flow, conjugate heat transfer is coupled with the volumetric heat generation [16–18]. In this work, our attention is focused on the last case, where high heat conductive rods with internal heat generation are cooled with water cross-flow.

To model mass, momentum and energy flow, a volumetric averaging technique (VAT) has been applied to the transport equations. The technique had been utilised for heat transfer applications by Travkin and Catton [19], and further applied to heat exchanger applications by Horvat [15], and Horvat and Catton [20]. In the present work, the volumetrically averaged transport equations with related boundary conditions have been solved with the Galerkin method.

The aim of the present work is to find a close-form solution of the conjugate heat transfer problem with volumetric heat generation. The applied Galerkin method is a semi-analytical method where a solution field is anticipated to be a series of orthogonal functions. As it does not rely on a discretisation procedure, their results are therefore grid independent. In the past the Galerkin solution technique was widely used for other transport phenomena related problems [21–24]. Although the Galerkin method is a well-established technique, it has not been used for conjugate heat transfer problems with volumetric heat generation. Nevertheless, it should be mentioned that the Galerkin approach is not the optimal method for this kind of calculation due to serious limitations in the method’s applicability to more realistic geometries and boundary conditions. Nevertheless, it can predict gross flow features very quickly using only a few eigenmodes [25].

2. Simulation domain

Example calculations have been performed for a geometry arrangement that is similar to an experimental test section used in the Morrin–Martinelli–Gier Memorial Heat Transfer Laboratory at University of California, Los Angeles to study fluid–structure interactions [26]. A general arrangement of the simulation domain is given in Fig. 1b.

Circular rods with a diameter $d = 0.9525$ cm are attached to an isothermal plate that is 60.96 cm long and 30.48 cm wide. Their height is 20 cm and they are arranged in 64 rows in the streamwise direction and in 16 rows in the transverse direction. A pitch-to-diameter ratio in the streamwise direction is set to $\hat{p}_x/d = 1.0$ and in the transverse direction to $\hat{p}_y/d = 2.0$. The rods are manufactured from a cast aluminium alloy 195 and they are exposed to water cross-flow. The entry flow profile is assumed to be fully developed.
3. Governing equations

The mathematical model of the flow across the rod bundle consists of a mass transport equation, a momentum transport equation, an energy transport equation for the fluid flow and an energy transport equation for the solid structure. Applying VAT to the transport equations, the flow variables are averaged over a representative elementary volume (REV) as shown in Fig. 1a. The averaged equations have a form of porous media flow equations, where each phase and its properties are separately defined over the whole simulation domain. The volume averaging procedure has been recently explained in detail by Horvat and Catton [20] and it is not repeated here. Nevertheless, it is important to note that applying VAT to the transport equations, the variations smaller than REV have to be modelled separately in the form of closure relations. These relations require knowledge of local drag and heat transfer coefficients.

3.1. Mass and momentum transport

The momentum transport equation for porous media flow has been derived from the momentum equation for steady-state incompressible flow using an additional assumption that the volume average velocity across the rod bundle is unidirectional: \( \mathbf{v} = \{\bar{u}, 0, 0\} \). As a consequence, the velocity \( \hat{u} \) varies only transversely to the flow direction. Therefore, the pressure force across the entire simulation domain is in balance with shear forces and the drag that originates from the fluid–solid interaction. As a result, the momentum transport equation is reduced to

\[
-\mu \frac{\partial \hat{u}}{\partial z^2} + \frac{1}{2} C_h \rho \hat{u}^2 \tilde{S} = \frac{\Delta \hat{p}}{L},
\]

where \( C_h \) is a local drag coefficient and \( \tilde{S} \) is a specific surface in REV. Reliable empirical data for the local drag coefficient \( C_h \) have been found in Launder and Massey [2], and in Kays and London [1].

For the example calculations, Dirichlet boundary conditions have been implemented for the momentum transport equation (1) at both walls that are parallel with the flow direction:

![Figure 1](image-url)  
Fig. 1. (a) Representative elementary volume and (b) the simulation domain.
\[ \dot{z} = 0: \quad \dot{u} = 0, \]
\[ \dot{z} = \dot{H}: \quad \dot{u} = 0. \]

3.2. Heat transport in the fluid flow and the solid structure

The energy transport equation for the fluid flow has also been developed using the unidirectional velocity assumption. A temperature field in the fluid results from the balance between thermal convection in the streamwise direction, thermal diffusion and the heat transferred from the solid structure to the fluid flow. Thermal diffusion in the streamwise direction is neglected. Thus, a differential form of the energy equation for the fluid is:

\[ \alpha_f \hat{\rho}_f \hat{c}_f \frac{\partial \hat{T}_f}{\partial x} = \alpha_f \hat{\lambda}_f \frac{\partial^2 \hat{T}_f}{\partial z^2} - \hat{h} (\hat{T}_f - \hat{T}_s) \hat{S}, \]

where \( \hat{h} \) is a heat transfer coefficient between the fluid and the solid phase. The data for the local heat transfer coefficient \( \hat{h} \) have been taken from Zukauskas and Ulinskas [8], and Kays and London [1].

The rod bundle structure in each REV is only loosely connected in the horizontal directions (see Fig. 1). As a consequence, only the thermal diffusion in the vertical direction is in balance with the heat leaving the structure through the fluid-solid interface, whereas the thermal diffusion in the horizontal directions can be neglected. This simplifies the energy equation for the solid structure to:

\[ 0 = \alpha_s \hat{\lambda}_s \frac{\partial^2 \hat{T}_s}{\partial z^2} + \hat{h} (\hat{T}_f - \hat{T}_s) \hat{S} + \alpha_s \hat{T}, \]

where \( \alpha_s = 1 - \alpha_f \).

Dirichlet boundary conditions have been imposed at the inflow and at the bottom, and Neumann boundary conditions at the top:

\[ \dot{x} = 0: \quad \hat{T}_f = \hat{T}_{in}, \]
\[ \dot{z} = 0: \quad \hat{T}_f = \hat{T}_g, \quad \hat{T}_s = \hat{T}_g, \]
\[ \dot{z} = \dot{H}: \quad \frac{\partial \hat{T}_f}{\partial z} = 0, \quad \frac{\partial \hat{T}_s}{\partial z} = 0. \]

Inserting the boundary conditions (5) in Eqs. (3) and (4), two additional boundary requirements can be derived:

\[ \dot{z} = 0: \quad \frac{\partial^2 \hat{T}_f}{\partial z^2} = 0, \quad \frac{\partial^2 \hat{T}_s}{\partial z^2} = \frac{\hat{T}}{\hat{\lambda}_s}, \]
\[ \dot{z} = \dot{H}: \quad \frac{\partial^3 \hat{T}_f}{\partial z^3} = 0, \quad \frac{\partial^3 \hat{T}_s}{\partial z^3} = 0. \]
4. Scaling procedure

In order to simplify further treatment and solution of the transport equations (1), (3) and (4), they are transformed into a dimensionless form. The dimensionless form of the equations enables us to use more general algorithms that are already developed and are publicly accessible. The transformation has been carried out with a help of scaling factors that are presented in Eq. (7); the variables in the dimensional form are marked with a caret symbol \(^\wedge\) to be distinguish from the dimensionless variables.

\[
\begin{align*}
\hat{x} & = \hat{L}x, \quad \hat{z} = \hat{H}z, \\
\hat{u} & = \hat{U}u, \quad \hat{p} = \hat{\rho}_t\hat{\rho}_t^{-2}p, \quad \hat{U} = \sqrt{\frac{\Delta \hat{p}}{\hat{\rho}_t}}, \\
\hat{T}_g - \hat{T}_f & = (\hat{T}_g - \hat{T}_{in})T_f, \quad \hat{T}_g - \hat{T}_s = (\hat{T}_g - \hat{T}_{in})T_s.
\end{align*}
\]

(7)

4.1. Mass and momentum transport

Inserting the scaling laws (7) in the momentum transport equation (1) the following form is derived:

\[
-M_2 \frac{\partial^2 u}{\partial z^2} + M_4 u^2 = M_4,
\]

(8)

where \(M_2 = (x_\tau \hat{\mu}_t \hat{d}_h)/(p_t U H^2)\), \(M_3 = (C_h \hat{d}_h \hat{S})/2\) and \(M_4 = \hat{d}_h/\hat{L}\). These coefficients depend on the geometry and the flow conditions, and they have been taken constant across the simulation domain. Further, the momentum transport equation (8) has been linearized to

\[
-M_2 \frac{\partial^2 u}{\partial z^2} + Ku = M_4,
\]

(9)

where \(K = M_3u\). Based on the scaling laws (7), the boundary conditions (2) are changed:

\[
\begin{align*}
z & = 0: \quad u = 0, \\
z & = 1: \quad u = 0.
\end{align*}
\]

(10)

4.2. Heat transport in the fluid flow and the solid structure

The scaling laws (7) are introduced in the fluid-phase energy transport equation (3) that is changed to

\[
F_1 u \frac{\partial T_f}{\partial x} = F_4 \frac{\partial^2 T_f}{\partial z^2} - F_5 (T_f - T_s),
\]

(11)

where \(F_1 = (x_\tau \hat{c}_p \hat{\rho}_t \hat{\mu}_t \hat{U} d_h^2)/(\hat{\lambda}_f \hat{L})\), \(F_4 = (x_\tau \hat{d}_h \hat{S})/\hat{H}^2\) and \(F_5 = (\hat{h} d_h^2 \hat{S})/\hat{\lambda}_f\) are coefficients that have been taken constant over the whole simulation domain.
As in the previous case, inserting the scaling laws (7) in the solid-phase energy transport equation (4) gives the following form:

\[
0 = S_1 \frac{\partial^2 T_s}{\partial z^2} + S_2 (T_f - T_s) - S_3,
\]

where 

\[
S_1 = \left( \frac{z_s d_h^2}{\bar{H}^2} \right), \quad S_2 = \left( \frac{h d_h S}{\bar{k}_s} \right) \quad \text{and} \quad S_3 = \left( \frac{z_s d_h^2 \bar{T}_g}{\bar{T}_g - \bar{T}_{in}} \right)
\]

are again coefficients that have been taken constant over the whole simulation domain.

Together with the transport equations, the boundary conditions (5) and the related boundary requirements (6) are transformed into the dimensionless form:

\[
x = 0: \quad T_f = 1, \\
z = 0: \quad T_f = 0, \quad T_s = 0, \\
z = 1: \quad \frac{\partial T_f}{\partial z} = 0, \quad \frac{\partial T_s}{\partial z} = 0,
\]

and

\[
z = 0: \quad \frac{\partial^2 T_f}{\partial z^2} = 0, \quad \frac{\partial^2 T_s}{\partial z^2} = S_3 \frac{S_1}{S_2} = S_1, \\
z = 1: \quad \frac{\partial^3 T_f}{\partial z^3} = 0, \quad \frac{\partial^3 T_s}{\partial z^3} = 0.
\]

5. Solution procedure

A solution of the linearized momentum transport equation (9) is expected to be of the form

\[
u \sim \exp(\varepsilon z), \quad \text{where} \quad \varepsilon \text{ is a constant. Taking into account the boundary conditions given by Eq. (10), the fluid velocity is:}
\]

\[
u = G_1 \exp(\varepsilon z) + G_2 \exp(-\varepsilon z) + G_3,
\]

where \(\varepsilon = \sqrt{K/M_2}, \quad G_1 = -M_4/(K(1 + \exp(\varepsilon))), \quad G_2 = -G_1 - M_4/K\) and \(G_3 = M_4/K\) are constants that are defined from the boundary conditions.

To find a solution to the energy transport equations (11) and (12), both equations are combined into the single expression:

\[
F_1 u \frac{\partial T_s}{\partial x} + F_4 \frac{S_1}{S_2} \frac{\partial^4 T_s}{\partial z^4} - \left( F_5 \frac{S_1}{S_2} + F_4 \right) \frac{\partial^2 T_s}{\partial z^2} - F_1 \frac{S_1}{S_2} u \frac{\partial^3 T_s}{\partial x \partial z^2} + F_5 \frac{S_3}{S_1} = 0.
\]

Eq. (16) can be written in a more compact form as

\[
D_1 u \frac{\partial T_s}{\partial x} + D_2 \frac{\partial^4 T_s}{\partial z^4} - D_3 \frac{\partial^2 T_s}{\partial z^2} - D_4 u \frac{\partial^3 T_s}{\partial x \partial z^2} + D_5 = 0,
\]

where \(D_1 = F_1, \quad D_2 = F_4 S_1/S_2, \quad D_3 = F_5 S_1/S_2 + F_4, \quad D_4 = F_1 S_1/S_2\) and \(D_5 = F_5 S_3/S_1\) are constants.

Next, the solid-phase temperature field \(T_s\) is separated as

\[
T_s(x, z) = T_b(z) + t_s(x, z),
\]
where $T_b$ is a temperature field in the absence of force convection across the rod bundle ($u = 0$) and $t_s$ is a solid-phase temperature residue. Inserting the decomposition (18) into Eq. (17), separate equations are written for the temperature $T_b$:

$$D_2 \frac{\partial^4 T_b}{\partial z^4} - D_3 \frac{\partial^2 T_b}{\partial z^2} + D_5 = 0$$  \hspace{1cm} (19)

and for the temperature $t_s$:

$$D_1 u \frac{\partial t_s}{\partial x} + D_2 \frac{\partial^4 t_s}{\partial z^4} - D_3 \frac{\partial^2 t_s}{\partial z^2} - D_4 u \frac{\partial^3 t_s}{\partial x \partial z^2} = 0.$$  \hspace{1cm} (20)

The boundary conditions (13) are transformed to

$$x = 0: \quad t_s = 1,$$

$$z = 0: \quad t_s = 0, \quad T_b = 0,$$

$$z = 1: \quad \frac{\partial t_s}{\partial z} = 0, \quad \frac{\partial T_b}{\partial z} = 0,$$

and the additional relations (14) to

$$z = 0: \quad \frac{\partial^2 t_s}{\partial z^2} = 0, \quad \frac{\partial^2 T_b}{\partial z^2} = \frac{S_3}{S_1},$$

$$z = 1: \quad \frac{\partial^3 t_s}{\partial z^3} = 0, \quad \frac{\partial^3 T_b}{\partial z^3} = 0.$$  \hspace{1cm} (22)

A solution of Eq. (19) can be found in the following form:

$$T_b = B_1 \exp(\xi z) + B_2 \exp(-\xi z) + B_3 + B_4 z + B_5 z^2,$$  \hspace{1cm} (23)

where $\xi = \sqrt{D_3/D_5}$, $B_1 = (S_3/S_1 - 2B_5)/(1 + \xi^2 \exp(2\xi))$, $B_2 = B_1 \exp(2\xi)$, $B_3 = -B_1 - B_2$, $B_4 = -2B_5 - B_1 \xi \exp(\xi) + B_2 \xi \exp(-\xi)$ and $B_5 = D_5/(2D_3)$ are constants that have to be determined from the boundary conditions (21) and (22).

To find the temperature field $t_s$ as a solution of Eq. (20), separation of variables is used

$$t_s = X(x)Z(z).$$  \hspace{1cm} (24)

The solution of Eq. (20) in the $z$-direction is anticipated to be a finite set of $n$ orthogonal functions:

$$Z = A_k Z_k, \quad Z_k = \sin(\gamma_k z), \quad \gamma_k = \frac{2k - 1}{2} \pi, \quad k = 1, n,$$  \hspace{1cm} (25)

which satisfy the boundary conditions (21) and the addition relations (22). Introducing Eq. (25) into Eq. (20) brings us to

$$D_1 u X'(A_k Z_k) + D_2 X(A_k \gamma_k^4 Z_k) + D_3 X(A_k \gamma_k^2 Z_k) + D_4 u X'(A_k \gamma_k^2 Z_k) = \text{error},$$  \hspace{1cm} (26)

and in a more compact form to

$$X' A_k u \{D_1 + \gamma_k^4 D_4\} Z_k + X A_k \{\gamma_k^4 D_2 + \gamma_k^2 D_3\} Z_k = \text{error}.$$  \hspace{1cm} (27)
As the series is finite, there is a certain discrepancy associated with the series expansion (25). This error is orthogonal to the set of functions used for the expansion and can be reduced by multiplication with $Z_j$ ($j = 1, n$) and further integration from 0 to 1:

$$X' A_k \int_0^1 u \{ D_1 + \gamma_1^2 D_4 \} Z_j Z_j dz + X A_k \int_0^1 \{ \gamma_1^4 D_2 + \gamma_1^2 D_3 \} Z_j Z_j dz = 0. \quad (28)$$

In a matrix form, Eq. (28) is written as

$$X' A_k J_{kj}^{(1)} + X A_k J_{kj}^{(2)} = 0, \quad (29)$$

where $J_{kj}^{(1)}$ and $J_{kj}^{(2)}$ are integrals that have been calculated analytically. As the $x$ and $z$ dependent parts of Eq. (29) can be separated:

$$\beta = - \frac{X'}{X} = \frac{A_k J_{kj}^{(2)}}{A_k J_{kj}^{(1)}}, \quad (30)$$

separate equations are written for the $x$-direction:

$$X' + \beta X = 0, \quad (31)$$

and for the $z$-direction:

$$A_k J_{kj}^{(2)} - \beta A_k J_{kj}^{(1)} = 0. \quad (32)$$

The solution of Eq. (31) is obtained by integration:

$$X = C \exp(-\beta x), \quad (33)$$

where $C$ and $\beta$ are arbitrary constants.

Rearranging Eq. (32), an extended eigenvalue problem can be formed as

$$(J_{kj}^{(2)} - \beta J_{kj}^{(1)}) A_k = 0. \quad (34)$$

The system of Eq. (34) has a non-trivial solution if

$$\text{Det}(J_{kj}^{(2)} - \beta J_{kj}^{(1)}) = 0. \quad (35)$$

From this condition, a set of $n$ eigenvalues $\beta$ have been determined. Furthermore, each eigenvalue $\beta_j$ ($j = 1, n$) corresponds to a specific $j$ eigenvector $A_k$ that has also been calculated.

Using the solutions of Eq. (31) and of the matrix system (35), one can construct the temperature field:

$$t_s = C_j X_j A_{jk} Z_k, \quad (36)$$

where $C_j$ is a vector of coefficients that has to be determined. Adding the temperature fields $T_b$ (Eq. (23)) and $t_s$ (Eq. (36)), the expression for the dimensionless solid-phase temperature $T_s$ is written as

$$T_s = (B_1 \exp(\xi z) + B_2 \exp(-\xi z) + B_3 + B_4 z + B_5 z^2) + C_j X_j A_{jk} Z_k. \quad (37)$$
Recalling Eq. (12):

\[
T_f = -\frac{S_1}{S_2} \frac{\partial^2 T_s}{\partial z^2} + T_s + \frac{S_3}{S_2},
\]

(38)

and inserting the expression for the solid-structure temperature \(T_s\) (Eq. (37)), the dimensionless fluid temperature is given by

\[
T_f = C_j A_{jk} \left( 1 + \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} \right) Z_k + B_1 \left( 1 - \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} \right) \exp(\xi z) + B_2 \left( 1 - \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} \right) \exp(-\xi z)
+ \left( B_3 - 2B_5 \frac{S_1}{S_2} + \frac{S_3}{S_2} \right) + B_4 z + B_5 z^2.
\]

(39)

The coefficients \(C_j\) have been found from the boundary condition \(T_f(0, z) = 1\). Applying it to Eq. (39), one can write:

\[
C_j A_{jk} \left( 1 + \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} \right) Z_k = B_1 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} - 1 \right) \exp(\xi z) + B_2 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} - 1 \right) \exp(-\xi z)
+ \left( 1 - B_3 + 2B_5 \frac{S_1}{S_2} - \frac{S_3}{S_2} \right) - B_4 z - B_5 z^2.
\]

(40)

Again, multiplying Eq. (40) by \(Z_i (i = 1, n)\) and integrating it from 0 to 1:

\[
C_j A_{jk} \left( 1 + \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} \right) \int_0^1 Z_k Z_i \, dz
= B_1 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} - 1 \right) \int_0^1 \exp(\xi z) Z_i \, dz + B_2 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_k^2} - 1 \right) \int_0^1 \exp(-\xi z) Z_i \, dz
+ \left( 1 - B_3 + 2B_5 \frac{S_1}{S_2} - \frac{S_3}{S_2} \right) \int_0^1 Z_i \, dz - B_4 \int_0^1 z Z_i \, dz - B_5 \int_0^1 z^2 Z_i \, dz,
\]

(41)

the orthogonality condition reduces Eq. (41) to

\[
C_j A_{ji} \left( 1 + \frac{S_1}{S_2} \frac{\xi^2}{\gamma_i^2} \right) J_i^{(1)} = B_1 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_i^2} - 1 \right) J_i^{(2)} + B_2 \left( \frac{S_1}{S_2} \frac{\xi^2}{\gamma_i^2} - 1 \right) J_i^{(3)} + \left( 1 - B_3 + 2B_5 \frac{S_1}{S_2} - \frac{S_3}{S_2} \right) J_i^{(4)}
- B_4 J_i^{(5)} - B_5 J_i^{(6)},
\]

(42)

where \(J_i^{(1)}, J_i^{(2)}, J_i^{(3)}, J_i^{(4)}, J_i^{(5)}\) and \(J_i^{(6)}\) are analytically calculated integrals. Writing Eq. (42) in a matrix form:

\[
C_j A_{ji} = \frac{\text{RHS}}{\left( 1 + \frac{S_1}{S_2} \frac{\xi^2}{\gamma_i^2} \right) J_i^{(1)}},
\]

(43)

the unknown coefficients \(C_j\) have been calculated by inversion of the matrix system (43).

Introducing the calculated coefficients \(C_j\) in the relations (37) and (39), the dimensional values of the solid-structure temperature field \(\tilde{T}_s\) and the fluid flow temperature field \(\tilde{T}_f\) have been obtained from the scaling relations:
\[
\hat{T}_s = \hat{T}_g - (\hat{T}_g - \hat{T}_{in})T_s, \tag{44}
\]
and
\[
\hat{T}_f = \hat{T}_g - (\hat{T}_g - \hat{T}_{in})T_f. \tag{45}
\]

6. Results

Three sets of calculations of the water flow across the heat generating rod bundle have been performed for the volumetric heat generation rate of 0.0 W/cm\(^3\), 0.5 W/cm\(^3\) and 2.0 W/cm\(^3\). The boundary values of pressure drops \(\Delta \hat{p}\) and temperatures \(\hat{T}_{in}\) and \(\hat{T}_g\) are summarised in Table 1. The calculated results have been compared with the results of the VAT model that has been solved with the finite volume method. All calculations with the Galerkin approach have been done with 80 eigenfunctions. For the finite volume method simulations, 64 grid points have been used in the \(x\)-direction, 16 grid points in the \(y\)-direction and 80 grid points in \(z\)-direction.

6.1. Comparison of the whole-section values

The imposed pressure drop \(\Delta \hat{p}\) causes water flow across the heated solid structure. As the structure is cooled, a steady temperature field is formed in the water as well as in the thermally conductive aluminium. Based on the calculated velocity and temperature fields, the whole-section drag coefficient

\[
C_d = 2 \frac{\Delta \hat{p} \hat{A}}{\hat{\rho}_f |\hat{u}|^2 A_0}, \tag{46}
\]

and the whole-section Nusselt number

\[
Nu = \frac{[\hat{Q}] \hat{d}_h}{([\hat{T}_s] - [\hat{T}_f])\hat{A}_0 \lambda_f}, \tag{47}
\]

have been estimated as functions of Reynolds number \(Re_h\). In Eqs. (46) and (47), the average fluid velocity in the rod bundle \([\hat{u}]\), the average heat flow from the solid to the fluid phase \([\hat{Q}]\), the average fluid-phase temperature \([\hat{T}_f]\) and the average solid-phase temperature \([\hat{T}_s]\) are defined as:

\[
[\hat{u}] = \frac{1}{V_f} \int_{V_i} \hat{u} d\hat{V}, \tag{48}
\]

<table>
<thead>
<tr>
<th>(\Delta \hat{p}) [Pa]</th>
<th>40.0</th>
<th>80.0</th>
<th>120.0</th>
<th>160.0</th>
<th>200.0</th>
<th>240.0</th>
<th>280.0</th>
<th>320.0</th>
<th>360.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{T}_{in}) [°C]</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
<td>35.0</td>
</tr>
<tr>
<td>(\hat{T}_g) [°C]</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
<td>39.0</td>
</tr>
</tbody>
</table>
\[
[\hat{Q}] = \tau \hat{c}_f \rho_f \left( \int_{A_{\text{out}}} \hat{u} \hat{T}_f d\hat{A} - \int_{A_{\text{in}}} \hat{u} \hat{T}_f d\hat{A} \right),
\]

\[
[\hat{T}_f] = \frac{1}{[\hat{u}]} \frac{1}{V_f} \int_{\hat{V}_f} \hat{u} \hat{T}_f d\hat{V},
\]

\[
(\hat{A}_g + \hat{A}_0)[\hat{T}_s] = \hat{A}_g \hat{T}_g + \hat{A}_0 \left( \frac{1}{V_s} \int_{\hat{V}_s} \hat{T}_s d\hat{V} \right).
\]

The whole-section values of the drag coefficient \( C_d \) and the Nusselt number \( Nu \) calculated with the Galerkin method have been compared with the results of the finite volume method to validate the developed semi-analytical algorithm.

Fig. 2 shows the whole-section drag coefficient \( C_d \) (Eq. (46)) as a function of Reynolds number \( Re_h \). As the material properties have been set as constant, the drag coefficient does not change with the volumetric heat generation rate \( \tilde{I} \). The results calculated with the Galerkin method are practically identical to the results obtained by the finite volume method. Table 2 gives numerical values of the calculated Reynolds number \( Re_h \) and the whole-section drag coefficient \( C_d \).

Fig. 3 presents the whole-section Nusselt number \( Nu \) (Eq. (47)) as a function of Reynolds number \( Re_h \) for the volumetric heat generation rate \( \tilde{I} = 0.0 \, \text{W/cm}^3, 0.5 \, \text{W/cm}^3 \) and \( 2.0 \, \text{W/cm}^3 \). Again, the comparison with the finite volume results reveal an excellent agreement for the all three volumetric generation rates \( \tilde{I} \). There are slight differences in the case without heat generation \( (\tilde{I} = 0.0 \, \text{W/cm}^3) \). Namely, due to the absence of the volumetric heat generation, heat transfer...
in the rod bundle is dominated by diffusion processes close to the bottom wall, which produce steep gradients in velocity and temperature fields. These gradients are hard to model accurately, therefore both methods produce slightly different results (Table 3).

### Table 2

| Reynolds number $Re_h$ and the whole-section drag coefficient $C_d$ calculated with the Galerkin method (GM) and with the finite volume method (FVM) |
|---|---|---|---|---|---|---|---|---|---|
| $Re_h$ (GM) | 643 | 942 | 1177 | 1378 | 1558 | 1722 | 1875 | 2017 | 2152 |
| $C_d$ (GM) | 32.22 | 48.73 | 46.80 | 45.48 | 44.48 | 43.68 | 43.02 | 42.45 | 41.96 |
| $Re_h$ (FVM) | 643 | 941 | 1176 | 1378 | 1557 | 1722 | 1874 | 2017 | 2152 |
| $C_d$ (FVM) | 52.22 | 48.74 | 46.81 | 45.49 | 44.50 | 43.70 | 43.03 | 42.47 | 41.98 |

### Table 3

| Reynolds number $Re_h$ and the whole-section Nusselt number $Nu$ calculated with the Galerkin method (GM) and with the finite volume method (FVM) for the volumetric heat generation rate $I = 0.0 \text{W/cm}^3$ ($Nu_1$), $0.5 \text{W/cm}^3$ ($Nu_2$) and $2.0 \text{W/cm}^3$ ($Nu_3$) |
|---|---|---|---|---|---|---|---|---|---|
| $Re_h$ (GM) | 643 | 942 | 1177 | 1378 | 1558 | 1722 | 1875 | 2017 | 2152 |
| $Nu_1$ (GM) | 34.54 | 42.71 | 48.31 | 52.70 | 56.36 | 59.53 | 62.34 | 64.86 | 67.15 |
| $Nu_2$ (GM) | 44.19 | 54.45 | 61.48 | 66.98 | 71.56 | 75.52 | 79.03 | 82.19 | 85.06 |
| $Nu_3$ (GM) | 47.25 | 58.77 | 66.75 | 73.04 | 78.32 | 82.91 | 86.99 | 90.68 | 94.06 |
| $Re_h$ (FVM) | 643 | 941 | 1176 | 1378 | 1557 | 1722 | 1874 | 2017 | 2152 |
| $Nu_1$ (FVM) | 34.50 | 42.43 | 47.85 | 52.08 | 55.60 | 58.65 | 61.34 | 63.77 | 65.98 |
| $Nu_2$ (FVM) | 44.30 | 54.50 | 61.47 | 66.90 | 71.43 | 75.33 | 78.79 | 81.90 | 84.73 |
| $Nu_3$ (FVM) | 47.42 | 58.97 | 66.75 | 73.25 | 78.53 | 83.11 | 87.19 | 90.87 | 94.25 |

Fig. 3. Whole-section Nusselt number $Nu$ as a function of Reynolds number $Re_h$. 

Fig. 4. Velocity distribution for different Reynolds numbers $Re_h$.

Fig. 5. Temperature field (a) in the solid structure and (b) in the water flow; $\tilde{I} = 0.0 \text{ W/cm}^2$, $Re_h = 643$. 
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6.2. Velocity and temperature distribution in the rod bundle

Velocity and temperature fields calculated with the Galerkin method have been compared with the finite volume method results. Namely, the comparison of detailed velocity and temperature fields at different Reynolds numbers ease identification of calculation problems and errors.

Fig. 4 shows the velocity distributions obtained with the Galerkin method (marked as GM) and the finite volume method (marked as FVM). The core of the simulation domain has a flat velocity profile due to the drag associated with the submerged rods. The comparison reveals an excellent agreement between both methods, although the VAT momentum equation in the present Galerkin solver (Eq. (9)) is simply linearized.

The calculations have been performed for all the cases listed in Table 1. Nevertheless, only some representative examples of the calculated temperature fields in the fluid flow and the solid structure are shown here.

Fig. 5 gives a temperature field cross-section for the Reynolds number $Re_h = 643$. The internal heat generation in the rods is set to $\tilde{I} = 0.0 \text{W/cm}^3$. Temperatures are presented in the Celsius scale. Black isotherms denote the results obtained with the Galerkin method and gray (halftone)

![Temperature field cross-section](image)

Fig. 6. Temperature field (a) in the solid structure and (b) in the water flow; $\tilde{I} = 0.5 \text{W/cm}^3$, $Re_h = 1559$. 

---

Table 1: Temperature values for different levels.

<table>
<thead>
<tr>
<th>Level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>35.6</td>
<td>35.8</td>
<td>36.0</td>
<td>36.2</td>
<td>36.4</td>
<td>36.6</td>
<td>36.8</td>
<td>37.0</td>
<td>37.2</td>
<td>37.4</td>
<td>37.6</td>
<td>37.8</td>
<td>38.0</td>
<td>38.2</td>
</tr>
</tbody>
</table>

---

Galerkin method

finite volume method
Isotherms denote temperatures obtained with the finite-volume method. Isotherms show that heat is being solely transported to the flow from the isothermal bottom wall. As the thermal conductivity of the aluminium rods is higher than that of the water flow, the temperature field is more developed in the solid structure (Fig. 5a) than in the flow (Fig. 5b). The comparison of the temperature fields calculated with the Galerkin and the finite volume method shows an excellent agreement.

Fig. 6 presents a temperature field cross-section for the Reynolds number $Re_h = 1559$ at the internal heat generation rate $\dot{I} = 0.5 \text{W/cm}^3$. Besides a clearly visible heating effect from the bottom, the isotherms also reveal gradual heating of the flow due to the internal heat generation in the solid structure; the isotherms are equally spaced and vertically oriented. A comparison of the isotherms shows only slight discrepancy between the results of the Galerkin and the finite volume method. It is believed that discrepancies arose from linearization of the momentum equation (1) and taking a single value for $C_h$, whereas in the VAT model solved by the finite volume method these simplifications were not implemented.

In Fig. 7, the internal heat generation rate in the solid structure is increased to $\dot{I} = 2.0 \text{W/cm}^3$. The Reynolds number for the present case is $Re_h = 2152$. Due to the increase in the volumetric

![Diagram](image-url)
heat generation rate $\hat{I}$, the temperature dominantly increases in the horizontal direction, from the inflow to the outflow. Heating from the bottom becomes a secondary heat transport mechanism. The water flow leaves the simulated section at temperatures above 36.8°C. Again, the comparison of the plotted isotherms reveals only negligible difference between the results of the Galerkin and the finite volume method.

7. Conclusions

The paper presents an effort to utilize the Galerkin method for solving the conjugate heat transfer problems where a volumetric heat generation is present in a solid phase.

In the scope of this work the volume averaging technique (VAT) was applied to the simulation of water flow across the aluminium rods with the internal heat generation. The VAT basic rules were used to develop a specific form of the porous media flow model. To close the system of the transport equations, reliable data for the drag and the heat transfer coefficients were found in [1,2,8]. The advantage of using VAT is that the computational algorithm is fast, but still able to present a detailed picture of temperature fields in the fluid flow as well as in the solid structure.

The geometry of the simulation domain and the boundary conditions were similar to the experimental test section used in the Morrin–Martinelli–Gier Memorial Heat Transfer Laboratory at the University of California, Los Angeles [26]. The calculations were performed for three different volumetric heat generation rates $\hat{I} = 0.0 \, \text{W/cm}^3$, 0.5 W/cm$^3$ and 2.0 W/cm$^3$ and nine different pressure drops $\Delta p$. The imposed pressure drops achieved coolant flow of the Reynolds number $Re_h$ from 643 to 2152.

The semi-analytical Galerkin procedure was developed to solve the system of equations. The calculated whole-section drag coefficient $C_d$ and the Nusselt number $Nu$ were compared with the results of the finite volume method to validate the developed semi-analytical algorithm. The comparisons show an excellent agreement. The small differences appear only in the case without volumetric heat generation ($\hat{I} = 0.0 \, \text{W/cm}^3$), when the steepest temperature gradients occur close to the simulation domain’s bottom wall. The detailed velocity and temperature fields in the coolant flow as well as in the heat conducting structure were also calculated and compared with the results of the finite volume method. The comparison shows negligible differences between the results of both methods.

The results demonstrate that the selected Galerkin approach is an appropriate method to obtain a close-form solution of the cross-flow problem with heat transfer when the thermal conductivity and the volumetric heat generation in the solid structure significantly influence the heat transfer and therefore have to be taken into account.
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